The Growing Family of Federal
Standards for HF Radio Automatic Link
Establishment (ALE)

Part IV: Network Simulation for the Radio Amateur

Complex network designs need to be thoroughly tested.
The first step of testing is simulation.

David Sutherland and Dennis Bodson, W4PWF

Introduction

An important question stems from
the recent series of QEX articles on the
Status and Future of HF Digital Com-
munication, and that is “How can radio
amateurs use computer simulation
modeling to investigate questions in
the field of Amateur Radio?”!

The purpose of this article is to inter-
est the radio amateur in computer
simulation modeling as an experimen-
tal method. It is not our intent that the
radio amateur could read this article
and immediately program a simula-
tion. However, it is our contention that
simulation modeling is accessible to
the radio amateur. The most important
requirement is a thorough knowledge
of what the investigator is trying to
simulate. So, why would you even con-
sider simulation modeling?

Suppose you have an idea for a struc-
ture of networking protocols to speed
up transmission of digital messages, to

'Notes appear on page 18.

identify the propagating frequencies,
and to provide error correction. Sup-
pose the idea is intended to work with
hundreds of radio stations operating
around the clock, over many frequen-
cies. Imagine the frustration of trying
to coordinate several hundred other
amateurs in enough 24-hour tests to
gain reliable performance measure-
ments of this new radio networking
idea! Now imagine trying to do it all
over again after fixing all the problems
and bugs which were revealed by the
first try. This sounds as much fun as
banging your head against a brick wall,
and it is.

How can an idea like this ever get
tested enough to get the kinks out?
Computer simulation modeling is an
answer. The authors develop and use
computer simulation models of ALE
HF radio digital networks to determine
network performance under proposed
networking protocols and networking
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features. The idea is to use simulation
in lieu of over-the-air testing so that
development of federal HF radio stan-
dards can proceed, although a feature
will be included in the standard only
after being proven in over-the-air test-
ing. Over-the-air testing can be expen-
sive, labor intensive, and time con-
suming for radio manufacturers,
standards developers and users. Even
so, the authors do not propose that
simulation modeling replace over-the-
air testing. The predictions given by a
simulation are always approximations
to expected network performance (see
Note 1).

The costs of over-the-air testing can
be reduced by simulation. Most of the
major bugs should be revealed prior to
expensive and time consuming over-
the-air testing. Here is a simple ex-
ample.

Suppose the stations in a very busy
HF ALE digital network have long
queues of digital messages waiting for
transmission. Suppose every station
handles each message immediately
after transmitting the previous mes-
sage. It’s easy to imagine the situation
where every station is attempting to
transmit, but no station can receive
since no station is listening for incom-
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ing messages. A simple solution is for
each station to pause for a short period
of time after completing a transmission
and listen for incoming traffic. A com-
puter simulation revealed this problem
before it got on the air which would
have added “EM pollution” to the al-
ready crowded HF spectrum. That’s
one problem that did not make it to an
over-the-air test, and the solution was
also verified by simulation.

Prerequisites

What does an amateur need in order
to design a simulation program? The
prerequisites are divided into two areas:
equipment (hardware and software)
and knowledge (skill and experience).

An AT class personal computer (PC),
286 Central Processor Unit (CPU), is
basic. You don’t need a workstation or
a mainframe. A 386 or 486 (CPU) based
PC is preferred. A floating point co-
processor is a plus if there is a great
deal of floating point operations in the
simulation program. The more random
access memory (RAM) the better, but
only if the simulation program uses the
extra RAM.

The authors run simulations on a
486-50 MHz PC, with an EISA bus
(32-bit), a SCSI 450-Mb hard drive
with a fast caching controller card to
speed up input and output (I/0), and
16-Mb of RAM. This is an expensive
setup. The same simulations run at
home on a 386-33 MHz PC with an
80-Mb hard drive and 4 Mb of RAM or
on a 286-25 MHz PC (16-bit) with a
40-Mb hard drive and 2 Mb of RAM.
They run more slowly at home, of
course. As PC prices continue to fall,
simulations will be more feasible for
the amateur.

The amateur simulator needs to
know a high level basic programming
language and must have the language
software (compiler/interpreter). High
level means closer to English than
machine language. BASIC, Pascal,
FORTRAN, and C all qualify. Knowl-
edge of data and file structures and
efficient program design techniques
are desirable, but are not absolutely
necessary.

Knowledge of basic statistics is
needed to analyze results and will help
in deciding on the structure of the in-
put data.

The most important prerequisite is a
thorough knowledge of radio systems
and the network operating procedures
that are being modeled.

Simulation Characteristics
The authors have developed a dis-
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crete event simulation model for ALE
HF Radio networks.2 This will be the
basis for describing some of the proce-
dures for designing a network simula-
tion.

Network simulations are generally
discrete event simulations, which usu-
ally are stochastic as opposed to deter-
ministic. Stochastic refers to randomly
generated input data. Since the input
data is randomly generated, the output
data is also random in a sense. Specifi-
cally, there will be variability associ-
ated with the answer due to the ran-
domness of the input. The relative
extent of the variability gives an indi-
cation of how accurate the answer is. A
deterministic simulation has no ran-
dom components.

Network simulations are generally
dynamic as opposed to static. A dy-
namic simulation evolves over time
and may measure some performance
parameter as a composite over the en-
tire simulated time of the computer run
or the measurement may be made pe-
riodically over the course of the simu-
lation run. A static simulation does not
evolve over time but generally simu-
lates a situation with time fixed. Monte
Carlo simulations, strictly speaking,
are static simulations; however, some
authors call anything with a random
component “Monte Carlo.”

Network simulations are generally
discrete in that the discrete states or
conditions of channels and stations
change instantaneously in the model
whether or not these changes are actu-
ally instantaneous. Engineers who do
simulation call some components of the
simulation finite state machines. A
simple light switch can be described as
a finite state machine. It has two
states, on and off, and is always in one
of those states. When the switch is
moved from one state to the other, we
assume that the state changes instan-
taneously. A simulation would assign a
particular time for the event indicating
the change of state of our light switch,
and would not consider the real time it
takes our hand to move the switch from
one position to the other.

This abstraction is at the heart of
simulations. A simulation does not in-
clude every detail, but abstracts some
of the detail. In our light switch ex-
ample, the details of the electricity
moving in the wires and the light bulb
element heating up are left completely
out. The state of the light switch could
also be extended to include the state of
the light.

If the detail is important it should be
included in a simulation. For example,
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the effects of the propagation condition
of our radio channel on an individual bit
in a packet of data could be left out if we
are not considering such effects in our
simulation. So we might consider the
frequency either open or closed (like our
light switch) and assume that the mes-
sage is received as sent if the channel is
open. However, if we are simulating the
performance of a forward error correc-
tion scheme, then the effect on each in-
dividual bit must be considered.

A simulation model gives perfor-
mance estimates of a system which
cannot be described by a single equa-
tion or a small set of simple equations.
Usually the situation is so complicated
that it may not be easily described ana-
lytically or there are just too many in-
teractions to consider.

Assumptions and Limitations of
the Simulation Model

Simulaticn results are meaningless
without a listing of the assumptions
and limitations of the model. Assump-
tions and limitations indicate how far
the model deviates from the real sys-
tem. An example of a simplifying as-
sumption is that a digital message will
be received by another station, as
transmitted, if the radio channel be-
tween them has an SNR of 5 dB or bet-
ter. An example of a limitation may be
that a simulation covers daylight hours
only. Another limitation could be that
the simulation is run only five times
with different sets of randomly gener-
ated input data and that statistics are
based on these five runs.

Assumptions and limitations serve to
simplify the simulation model and its
development. If, for instance, propaga-
tion time is not important to your simu-
lation, then you might assume that the
signal propagation time is effectively
zero. This means that every time a
message is transmitted you do not have
to add the propagation time to the
simulated time that the channel is
busy with this transmission. An alter-
native is to assume that the propaga-
tion time is inciuded in the time it
takes for a message to be transmitted.
Either way, computing time is reduced
by this minor simplification. The size of
the program is reduced, and the model
is not so complex.

Assumptions are not intended to
hide or ignore features of the real sys-
tem which are important to the model.
The above statements about propaga-
tion are moot if multipath delay is im-
portant. Assumptions need to be rea-
sonable ard reflect the system being
simulated in its normal state.



A Random Number Generator

Pseudo-random number generators
are important parts of discrete event
simulations. They are used to provide a
stream of numbers whose statistical
characteristics are similar to a true se-
quence of random numbers which are
uniformly distributed between zero
and one (the probability of a specific
number between zero and one occur-
ring is the same as for all other
numbers in the same range). The
pseudo-random number generator ac-
tually generates a long sequence of in-
tegers which are normalized to produce
the pseudo-random numbers. Pseudo-
random numbers will be called random
numbers in the rest of this article. We
don’t go into detail on random number
generators but will provide one which
should get the interested experimenter
started.

Z,=aZ;_;modm Eq1l

Eq2

The integer sequence generator is
defined recursively by Eq 1, where a is
630,360,016, m is 2,147,483,647 (or
231.1) and i is an integer between I and
m-1. The mod operator is the usual
modulo operator (m mod » is the inte-
ger remainder of integer m divided by
integer n). The uniformly distributed
random numbers, U;, on the interval
(0,1) are obtained from Eq 2. This gen-
erator is widely used in applications
requiring uniformly distributed, ran-
dom numbers.3-4 The last integer of the
sequence seeds the next integer and
therefore is the seed for the next ran-
dom number. This generator has a full
period. That is, the integer stream
covers every integer between 1 and
m-1 before it starts over again. Any in-
teger in this range can be used as a
starting point (initial seed).

Methods of doing large integer arith-
metic are generally available in most
modern programming languages. If
not, the same generator can still be
used by using synthetic division and
multiplication techniques (see Note 3).

An alternative is to use the random
number generators available as a li-
brary routine within programming lan-
guages or within other software. Exer-
cise caution in using unknown random
number generators, they may not be as
random as you think and should be
tested. However, this type of generator
is a good place to start and may provide
what you need.

Fig 1—Triangular distribution.

Modeling the Input Data

To model input data it is necessary to
statistically describe each of the input
data parameters. A data parameter of
the message traffic, for example, could
be arrival time, length of message,
originating station, destination sta-
tion, etc. The statistical distribution,
the mean (average), and the standard
deviation of the input data parameters
must be known. From this information
the parameters which characterize the
input can be generated using random
number generators (see Note 3).

In the absence of knowledge about
the input data parameter in question
then the following procedure utilizing a
triangular distribution can be used (see
Note 3).

The example parameter is the ran-
dom length, in minutes, of a voice con-
versation on a frequency. Let a be a
reasonable estimate of the minimum
length of a conversation, let b be a rea-
sonable estimate of the maximum
length of a conversation, and let ¢ be a
reasonable estimate of the most likely
length of a conversation. Note that c is
not the average but the mode. Now let
the percentage of calls with length ¢ be
2/(b-a). This value is used to normalize
the distribution; that is, the probability
of a conversation having length greater
than or equal to a but less than or
equal to b is 1. The triangular distribu-
tion of conversation lengths is shown in
Fig 1. The average conversation length
is (a+b+c)/ 3.

The length of the ith conversation is
given by Eq 3, where Uj is the next uni-
formly generated random number in
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the random number string from Eq 2.

T,
1-/1-01-U;) c<U;<1
Eq3

0<U;<c

i =

If T can guess at maximums and
minimums, then why can’t I just guess
at the mean (average) and then use
that average to model each conversa-
tion? This means that every conversa-
tion in the simulation will have the
same length, which could lead to simu-
lation failure. For example, consider a
simple factory welding process on an
assembly line. The process takes 5 min-
utes, on average. Assume that the
average interarrival times (time be-
tween arrivals) of the materials to be
welded is 6 minutes. Having the aver-
age interarrival times greater than the
average process time ensures that we
will have no backups, doesn’t it? A
simulation of the process using the
measured average time for the
process to model each of the welding
processes, and wusing the average
interarrival times to model the arrival
of each set of materials, will indicate
that this is true.

The real system could incur backlogs
hours long. What happens? By using
only the averages to model processes or
arrival times the statistical variation is
ignored. There is possibly another mis-
take made in the simple example
above. The simulator may not know
enough about the input data and may
not realize the variations possible in
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the welding process or the delivery pro-
cess of material.

Notice one more thing in this ex-
ample. By determining and using the
statistical mean, variance, and distri-
bution to model the input data in the
welding process above, the simulation
designer has abstracted all the vari-
ables mentioned into one statistical
model. It might seem complicated to
deal with the statistics, but it is
simpler since the model for the welding
process could encompass much more
detail.

Simulation Events

Managing the occurrence of events is
the most important part in developing
the simulation program. The simula-
tion events are either randomly created
input data, they are events which are
created by the simulation program, or
they are housekeeping events. In an
HF radio network simulation, example
events are: message arrival, by which
messages arrive at a particular radio
station for transmission; message de-
parture, which handles the completion
of the transmission of a message to an-
other radio station; call attempt, which
models an attempt by a radio station to
link with another radio station; and
hourly housekeeping events, by which
the program compiles statistics and re-
sets variables and event counters after
each hour of simulation time.

The event records are kept in a queue
or in a sorted list of records. Each event
record contains all necessary informa-
tion about the event: event type, event
time, radio station, call signs, fre-
quency, etc. The simulation will read
the next event to occur and call the ap-
propriate subroutine of the simulation
program to accomplish the event. Any
new events created by this action are
assigned an event record and the
record is placed in its sorted position in
the event queue.

The queue or stack of event records
could be a linked list (linked by point-
ers) or an array (vector) of records. In
either case the event records are kept
in sorted order, by time of occurrence
with the next event at the top of the
stack or front of the list.

Sorting routines are available in pro-
gramming software. For additional
sorting methods, see Notes 5 and 6.

State Variables and State
Changes

As the events occur, the associated
simulation program subroutines change
the state variables. The state vari-
ables, together, completely describe the
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simulated system at any point during
the simulation.

An important state variable is the
simulation clock. In a discrete event
simulation the events generally drive
the clock. The first action of an event
subroutine is usually to advance the
clock to the time of the event. Another
important example is the state of each
frequency or channel. In this case the
state variable could indicate, 0-idle or
1-busy like the finite state machines
mentioned previously (the light switch).

State variables are used in decision
making by the simulation program.
They are also handy debugging tools.

Queues and Stacks

Messages (actually records charac-
terizing the messages) waiting at a sta-
tion for transmission are normally held
in a queue which is sorted by arrival
time. When a radio station is finished
receiving a message from another sta-
tion or finished transmitting a mes-
sage, the first message in the queue is
taken out of the queue for transmis-
sion. The rest of the messages gain one
position in the queue. It’s like waiting
in the checkout line at the grocery
store. This is a first-in first-out queue.

Event records are held in a stack.
This is the same as the queue men-
tioned above except that the events are
held in the order of occurrence in the
simulation and not in the order of ar-
rival to the stack. There are two com-
mon ways to set up each of these
structures. One is a linked list and the
other is an array (or vector).

A linked list uses pointers and can
take advantage of computer dynamic
memory allocation. That is, the records
which characterize the messages in a
stack only take up memory in the com-
puter when they actually exist. When
the message transmission has been
completed by the simulation, then the
record is deleted and the allocated
memory is available for other use.

Definitions and descriptions of these
structures are given in the documenta-
tion of programming software. Meth-
ods of using these structures can be
found in a text on data structures, see
Notes 5 and 6, for instance.

Propagation Model

All the previous details are, in a
sense, just bookkeeping. Now comes
the interesting (hard) part—the radio
channel (frequency) propagation model.
How do you model the effect of the ra-
dio channel on the messages you trans-
mit? The answer depends on what you
are trying to measure. For instance, if
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you are measuring the delay of mes-
sages caused by the overhead for a par-
ticular networking protocol, the propa-
gation model may be an on/off model:
another finite state machine. That is,
the channel is either open or closed. No
attempt is made to model the degree of
channel reliability. The authors are
using the HF propagation prediction
program IONCAP for this type of simu-
lation model.

On the other hand if you are testing
an error detection code requiring ARQ
and retransmission, the effects of the
channel on individual bits is impor-
tant. The propagation model must then
indicate whether an individual re-
ceived bit is good or is in error. A chan-
nel mode that uses bit error statistics
may be in order here.

If one does not have a propagation
prediction program in hand, such as
IONCAP, then a good way to model a
channel is by using your own experi-
ence or statistics that you have com-
piled. For example, you probably know
which frequencies propagate at night
or in daylight hours only. You are prob-
ably familiar with the effects of the
sunspot cycle and what propagation
performance you can reasonably expect
with a certain sunspot number. And
you probably have some experience of
seasonal variation. You can include
this information in your propagation
prediction rnodel.

A simulation program does not neces-
sarily need a complicated mathematical
model for simulation of radio channel
propagation. A simulation designer re-
cently assumed that five out of the ten
available HF frequencies were open at
any one time.” However, if you report
your results to others, you should detail
the propagation model. Limitations, as-
sumptions, or restrictions that are
placed on the propagation model are
limitations to the simulation.

Examples

The following examples are generali-
zations of simulation events in the
simulation the authors use to model
HF ALE Radio networks (see Note 2).
The program was developed using top-
down design methods; however, gen-
eral flow chart model diagrams can de-
scribe the logical flow.

A message arrival event is detailed
in Fig 2. Most events begin by advanc-
ing the simulation clock. The first deci-
sion is a determination of the state of
the transmitting radio station. If the
station is busy (transmitting or receiv-
ing another message, for example), the
newly arrived message is placed in that



station’s message queue. If the station
is idle then the list of available chan-
nels (frequencies) are sorted by the re-
corded (or predicted) channel quality.
An event record is created for a call
event on the first channel in the sorted
list. The event is placed in the proper
position in the event queue. Program
control returns to the main program
which pops the next event from the top
of the event queue and calls the appro-
priate subroutine to accomplish the
new event.

A call event is illustrated in Fig 3. A
call is an attempt by a radio station to
link with another station over one of
the available frequencies (channel ).
As before, the call event begins by ad-
vancing the simulation clock. The state
of both channel { and the receiving sta-
tion is determined. If both the receiving
station and the channel are idle (not
busy) and the two-way propagation
path between the stations is open, then
the two stations link (message trans-
mission begins). The state of both sta-
tions and channel i is changed to busy.
A departure event is created and
placed in the event queue. The depar-
ture event occurs when the message
transmission is finished and accom-
plishes the return to the idle state for
channel i and for the two stations.

If the radio station is busy or if chan-
nel ¢ is busy or closed (propagation not
possible), the channel state is recorded
(busy or closed). If channel i is the last
channel in the sorted list of channels
then the message is placed on the end
of the message queue to await a re-
transmission attempt. Otherwise a
new call event is created for the next
channel, i+1, and the event is placed in
the message queue. Control returns to
the main program.

Many details have been left out of
these descriptions for the sake of brev-
ity and clarity. For instance, the propa-
gation states of the channel in the call
event procedure are determined by the
implementation of the propagation
model. Another omitted detail is how a
newly created event is placed in sorted
position in the event queue.

Example Results

The authors have recently completed
a simulation study of the effects of
sounding on an ALE HF radio network
(see Note 2). Sounding is the periodic
broadcast of self identification informa-
tion which may be monitored, recorded,
and evaluated by other radio stations.
The state of the one-way HF propaga-
tion channels may then be determined.
The channel quality information may
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Fig 2—Arrival event flow chart.

then be used by radio stations in the
network to select a channel that is most
likely to provide a link. However, the
overhead of sounding may be detrimen-
tal to network performance: A sound-
ing station cannot receive incoming
traffic and a channel being sounded
upon is unusable by other stations.
The conclusion of the simulation
study is that sounding is generally det-
rimental to network performance. Any
efficiency due to the additional channel
information obtained by sounding is
outweighed by the interference to other
traffic caused by the periodic sounding.
An exception to our major conclusion
is that in poor propagation conditions,
with low traffic rates, sounding may
enhance some aspects of network per-
formance. This is illustrated in Fig 4,
which shows hourly call success rates
for a twenty-four-hour period. Call
success rates are shown: (1) with each
station sounding, on each available
frequency, once every hour, and (2)
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with stations not sounding. Each data
point represents the average -call-
success by hour for twenty-five runs of
the simulation. The success rate is bet-
ter without sounds during the first 13
hours of the period. In the second part
of the twenty-four-hour period, during
more adverse propagation conditions,
sounding enhances the call success
rate. This is due to the identification,
by sounding, of the few, 2 or 3, propa-
gating HF channels. Therefore, the
radio stations are not wasting time try-
ing to link over the channels that are
not usable.

These results and conclusions from a
simulation study show some of the pos-
sibilities of simulation of radio net-
works.

Conclusion

This article has presented simula-
tion modeling as a tool for experimen-
tation and investigation. This is in-
tended to serve as a starting point for
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Fig 4—Simulated network performance by hour-data traces—5 messages per hour—

sounds every 6 minutes.

the prospective simulation designer.
Further information and concepts on
simulation modeling are available by
consulting the books in the Notes.

The book by Law and Kelton (Note 3)
is a good reference and text for general
simulation. It is self contained and well
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referenced. The book gives algorithms
for many example procedures, includ-
ing input data generation and random
number generation. It requires some
knowledge of statistics and probability
but contains a comprehensive review
chapter of these subjects. Dr. Law
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teaches a short course on simulation
modeling every few months at George
Washington University. The book by
Bratley, Fox, and Schrage (Note 4) is a
mathematics text that requires knowl-
edge of statistics and probability. The
Horowitz and Sahni books (Notes 5 and
6) contain detailed explanations, tech-
niques and algorithms on linked lists,
searching, sorting and manipulation of
data with pointers to data structures.
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